Time to get personal? The impact of researchers choices on the selection of treatment targets using the experience sampling methodology
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ABSTRACT

Objective: One of the promises of the experience sampling methodology (ESM) is that a statistical analysis of an individual's emotions, cognitions and behaviors in everyday-life could be used to identify relevant treatment targets. A requisite for clinical implementation is that outcomes of such person-specific time-series analyses are not wholly contingent on the researcher performing them.

Methods: To evaluate this, we crowdsourced the analysis of one individual patient's ESM data to 12 prominent research teams, asking them what symptom(s) they would advise the treating clinician to target in subsequent treatment.

Results: Variation was evident at different stages of the analysis, from preprocessing steps (e.g., variable
1. Introduction

Clinicians rely on evidence-based guidelines for the assessment and treatment of psychiatric disorders such as major depressive disorder (MDD, [1],[2]). These guidelines are built on predominantly group-based (i.e., nomothetic) research. The outcome of nomothetic research represents knowledge that is true on average for the population under investigation [3]. Clinicians, however, rarely meet an average individual in their day-to-day practice. Even within the same diagnostic category, patients vary widely in the combination and intensity of symptoms as well as the development of symptoms over time. There are, for instance, 1030 unique symptom combinations that all qualify for a diagnosis of MDD and none of them is very common [4]. In addition, patients vary widely in their response to treatments [5].

By identifying individual characteristics that determine disease susceptibility as well as treatment response [6], personalized medicine promises to move from treatments that are effective on average towards identifying the best evidence-based treatment for any individual [7,8]. However, if we were to actually tailor treatments to the individual patient [9], we need to look beyond differences between individuals and additionally examine processes within the individual [10,11]. Thus, a more person-specific (i.e., idiographic) research approach is required to complement our current nomothetic focus [12,13,14,15,16], and as such facilitate personalized psychiatric treatments.

The experience sampling methodology (ESM) has been positioned as one of the best opportunities for personalized medicine in psychiatry [17,18]. ESM, which is also commonly referred to as ecological momentary assessment or ambulatory assessment [11], is a structured method that can capture intraindividual changes in psychological processes across time and context through multiple in-the-moment assessments within one person (e.g., through electronic diaries, [19,20]). ESM studies have shown that many symptoms of patients with severe psychiatric disorders show person-specific, meaningful and widespread variation over time [20,21]. Stavrakakis et al. [22], for instance, analyzed temporal relationships between variables at the individual level and showed that the dynamic relationship between affect and physical activity varies considerably between patients with MDD. Person-specific analyses based on ESM time-series data could have great potential for use in clinical practice, because they could provide personalized and contextualized feedback to patients and clinicians [23,24,25].

This idea has mainly been put into practice by experience sampling intervention (ESI) studies for, amongst others, individuals with depressive symptoms [26,27,28,29]. These interventions provide patients with personalized graphical feedback by showing summary statistics (e.g., a patient’s average daily positive affect) or outcomes of individual statistical models on dynamic within-person or person-environment relationships (e.g., relationships between affect and physical activity). The aim of these ESM-based interventions is to help patients get insight in their daily emotions, activities, thoughts, and behaviors, to ultimately induce behavioral change and decrease symptoms [30].

There are many other conceivable clinical applications of ESM, including a more detailed monitoring of treatment response (e.g., [31]), but also a more precise assessment of treatment needs (‘precision diagnosis’, [24]), and hence a more personalized intervention selection and targeted treatment delivery [10]. Korotitsch and Nelson-Gray [32] already suggested two decades ago that self-monitoring data may be used specifically to “identify particular targets for treatment and help decide which aspects of treatment may be most beneficial to a particular patient” (1999, p. 416). Currently, such clinical applications are often data-driven. In a proof-of-principle study, Kroee et al. [33] discussed ESM-based graphical feedback on the interplay between symptoms and behaviors with a patient suffering from treatment-resistant anxiety and depression. They report that the apparent central role of somatic symptoms convinced the patient to start a treatment that she had repeatedly refused before (i.e., interoceptive exposure). In a larger study by Fisher and colleagues [34,35], 40 patients with a primary diagnosis of MDD and/or generalized anxiety disorder (GAD) completed a 30-day ESM period prior to therapy. The ESM data was then used to inform the selection and sequencing of specific psychotherapeutic intervention modules based on the idea that “interventions for symptoms shown to drive the behavior of other symptoms are preferentially delivered earlier in therapy” ([10], p. 500). For patient “Peter”, for example, treatment modules targeting depressive symptoms were delivered earlier, because his person-specific dynamic factor model showed that changes in levels of depression preceded changes in anxiety [10].

This personalized psychotherapy study focused on temporal relationships between symptoms. Different analytic approaches might, however, lead to different outcomes. This has recently been demonstrated by Silberzahn et al. [36] for a clearly-defined and relatively straightforward research question: whether soccer players with dark skin tone are more likely than those with light skin tone to receive red cards from referees. By crowdsourcing data analysis, a strategy in which multiple research teams simultaneously investigate the same research question, they disclosed diversity in analytical approaches and demonstrated how subjective choices influenced results. In theory, a patient’s ESM data could be used to answer similarly specific research questions (e.g., in what context do somatic symptoms aggravate most), which would probably lead to a relatively high convergence in outcomes across teams. However, in clinical practice, ESM data have typically been used to answer broad questions (e.g., what treatment module should be delivered first, [10]). Silberzahn et al. [36] suggest that crowdsourcing data analysis could also add great value for research questions that are more complex or broad, not only by uncovering the extent of variability in analytical approaches and resulting outcomes, but also by disclosing different underlying conceptualizations of the research question. Both the issue of analysis-contingent results and conceptualizing the research question are especially pressing in clinical applications of person-specific analyses, because different outcomes can have different implications for patients.

In this study, we will use a crowdsourcing data analysis strategy, in which several expert research teams from around the world are invited to simultaneously investigate the same clinically relevant research question for one single dataset: “What symptom(s) would you advise the treating clinician to target subsequent treatment on, based on a person-centered (specific) analysis of this particular patient’s ESM data?” We will evaluate how much researchers vary in their analytical approach towards these individual time-series data and how much degree outcomes vary based on analytical choices. In addition, we will evaluate how much researchers value the outcomes of their analyses for use in clinical practice. This many-labs project will not only provide a
window on what time-series methods are used in the field today, but also highlight important issues that need to be addressed before these methods can be taken from the realm of the researcher and presented as a tool to patients and clinicians.

2. Methods

2.1. Data analysts

The project group (J.A. Bastiaansen, Y. K. Kunkels, C. J. Albers, L. F. Bringmann) wrote a project description, which included an overview of the research question, a description of the dataset, the planned timeline, and rules for participation. This document was sent to 15 research teams (Fig. 1) selected by the project group for their expertise in ESM (demonstrated by at least one ESM publication, preferably on a clinical topic) and/or the statistical analysis of idiographic data (using any technique). Teams were not obliged to include a clinician. Thirteen groups registered for participation in the project and were sent an ESM dataset (described below) via e-mail. Data were sent to one additional research team, who applied for the project themselves and were accepted based on expertise. Of the initial 14 applications, 12 research teams submitted their code accompanied by a report describing analysis strategy and outcomes. Multiple co-authorships per team were allowed to accommodate the workload of the project. In total, the project involved 28 researchers, who each approved the manuscript and contributed to their team’s analysis plan, data analysis, or the description of the procedure and (the interpretation of the) results.

2.2. Dataset

The data were drawn from a multiphase personalized psychotherapy study [34,35]. In brief, participants with a primary diagnosis of GAD and/or MDD completed measurements on their momentary experiences four times per day for at least 30 consecutive days, prior to therapy. Surveys were conducted during participant’s self-reported waking hours, which were divided into 3 four-hour blocks that comprised 4 measurements at quasi-random times (with the additional constraint that surveys should be spaced at least 30 min apart). During each survey, subjects were prompted to think about the period of time since the last survey. Items were scored on a visual analogue scale ranging from 0 to 100 with the extremes labeled ‘not at all’ and ‘as much as possible’. Item order was randomized at each measurement. Each survey included 23 items related to depression and anxiety psychopathology (e.g., felt down or depressed, felt a loss of interest or pleasure, felt frightened or afraid). We use the term momentary for these items, because questions pertained to experiences over a short period of time (4-h blocks). In addition, three items pertaining to sleep were measured on a daily basis. We selected the multivariate times series of one participant based on the following criteria: primary diagnosis of MDD, more than 100 time points in the dataset, and some missingness (as this is typically present in ESM datasets). The selected subject (ID 3) was a white 25-year-old male with a primary diagnosis of MDD and a comorbid GAD. His scores on the Hamilton Rating Scale for Depression [37] and the Hamilton Rating Scale for Anxiety [38] were 16 and 15, respectively. His dataset comprised 122 time points (113 entries and 9 missing) spread across 30 days. The first measurement of the day was offered to the participant around 9 AM and the last measurement around 9 PM. The full item list and dataset are available in Appendix A and at our OSF page, respectively.

2.3. Procedure

For a flowchart of the study, see Fig. 1. After registration, research teams were sent the ESM data. Each team decided on the best strategy to investigate the research question: “What symptom(s) would you advise the treating clinician to target subsequent treatment on, based on a person-centered (-specific) analysis of this particular patient’s ESM data?” Teams were requested to submit a report comprising a structured summary of their analytical approach (including information about e.g., data preprocessing, statistical techniques, and software packages) and their results (i.e., a list of target symptoms). After submission of a report, all team members were asked to fill out a short questionnaire (https://osf.io/5289/) on their expertise and contributions to the project. Teams were additionally asked (https://osf.io/egdu6/) for qualitative feedback on the project and answered, on a 7-point scale with the extremes labeled ‘not at all’ and ‘very’, questions on the suitability of the dataset, suitability of their analysis, expected target similarity across teams, clinical usefulness of their selected targets, and readiness of ESM for use in clinical practice. Subsequently, the project group reran the submitted code and reached out to the teams via e-mail to fix bugs and check details. The project group compiled summary tables of the analytical approaches and selected targets for intervention and verified this with the teams (see documentation in team folders at our OSF page: https://osf.io/h3djy/). The project group wrote a first draft of the methods and results section for final verification by the research teams. Finally, the project group completed a full draft of this manuscript, which was sent to all analysts for commenting. The final version of the manuscript was approved by all authors.

3. Results

3.1. Data analysts

Twelve independent1 teams of researchers submitted their analytical approaches and clarified these, if necessary. Teams worked in five different countries (Belgium, Germany, Switzerland, the Netherlands, the United States). Research teams varied in size from one to four individuals (M0 = 2). Characteristics of the researchers can be found in Fig. 2. Teams included as highest academic rank a Full Professor (n = 7), Associate Professor (n = 2), or Assistant Professor (n = 3). All teams had published at least one paper using ESM and/or at least one paper that was primarily focused on methodology or statistics regarding longitudinal or time-series data. In addition, ten out of twelve (83%) teams included a member that had taught at least one undergraduate or graduate statistics course. Furthermore, ten teams (83%) had published one or more papers on depression and/or anxiety disorders, and eight teams (67%) included a member who had worked in a clinical setting with patients with depression and/or anxiety disorders. Hence, teams generally were not only well-versed with relevant statistics, but also knowledgeable about mood and anxiety disorders.

1 Two research teams were from different departments of the same university, but worked independently nonetheless.
3.2. Analysis software

Teams used one \((n = 7)\) or two \((n = 5)\) different standard software programs for their analyses, namely R \((n = 7)\), Mplus \((n = 2)\), LISREL \((n = 1)\), Matlab \((n = 1)\), Stata \((n = 1)\), and open source packages DyFa \((n = 1)\), beta version 3.0 (unreleased), and OpenMx \((n = 1)\), version 2.9: [39]). In most cases, scripts ran errorless or errors were easily fixed, for instance by repeating the analysis with a set seed (i.e., initially randomly generated numbers are fixed to ensure that rerunning the analysis does not change the results). In two cases, there were bugs in the teams’ code that needed to be fixed in order for the analysis to provide reproducible results.

3.3. Analytical approaches

There is no standardized approach towards analyzing ESM data; no guidelines outlining steps that need to be taken. Therefore, we used the teams’ scripts to recreate the most relevant analysis stages, from pre-processing steps (e.g., variable selection, clustering, and handling of missing data) to the type of statistical analyses. Below, we describe similarities and differences between the approaches of the twelve teams. These sections are inevitably dense in details. For a summary of the variation in analytical approaches, see Text box 1.

3.3.1. Variable selection

Teams were free to select variables from the provided dataset. One team reported that their first step was to examine the construct validity of items. This team (no. 5) examined whether items were unambiguously formulated and excluded the anhedonia item (I felt a loss of interest or pleasure), because they found it unclear what criterion the patient should use to determine whether “a loss” was present. The team additionally excluded the tension\(^2\) item (I experienced muscle tension). They observed it initially correlated negatively with positive affect items (i.e., tension went down when positive affect items went up), but that the sign of the correlation coefficient became positive towards the end of the ESM study. Hence, the team concluded that the meaning of the tension item might have changed from a negative connotation (stress-related tension) to a more positive connotation (activity-related muscle tension). This team also examined whether variables fluctuated and excluded one item (I avoided activities) due to low within-person variability (i.e., the standard deviation (SD) was below 10% of the scale). Furthermore, this team excluded all items pertaining to positive affect for analyses assuming stationarity, because they not only found a change in the mean levels of these items over time (which time series analyses could correct for), but also a shift in the correlational structure between these items. Another team (no. 12) used an automated procedure to perform checks on variable distributions (z-skewness) and within-person variability (mean square of successive difference, MSSD), but did not discard any variables based on their criteria (MSSD < 50 and/or skewness > 4).

Most teams examined all available momentary items. Eight teams excluded the three sleep variables, because their statistical analysis of choice could not deal with day-level variables and/or the relatively few number of observations \((n = 30)\). Team 12, however, included varying sets of six or less variables (including the sleep variables) in their model through an iterative process. Team 3 also included sleep items in their analyses. Team 6 purposefully selected two sleep items in combination

---

**Text box 1. Variation in Analytical Approaches Summary.**

- **Variable selection:** Most teams discarded the (day-level) sleep variables and incorporated all available momentary items in their analyses without specific pre-selections.

- **Preprocessing** (Table 1): The majority did not standardize the data beforehand, applied a form of detrending, and used an imputation technique to account for missing data.

- **Clustering:** Although many teams used related techniques (Table 1), there were major differences in the clustering of items (Fig. 3). Due to these differences, the input for subsequent inferential analyses varied across teams.

- **Statistical Analyses** (Table 2):
  - Only a handful of teams analyzed mean levels of variables.
  - Most teams included at least one type of analysis focused on relations between variables over time. The exact model, however, varied.
  - Additional analyses examined how variables covaried at the same time point, which item(s) had the overall highest influence on other items in a network (i.e., centrality analysis), and how effects changed over time.

---

\(^2\)One other team also excluded tension, but after clustering; tension did not clearly measure one thing, but loaded on different clusters.
with merely three momentary variables based on theory (i.e., the role of sleep in triggering core affective symptoms), and then chose their statistical analysis accordingly. Team 1 also used the sleep items in a separate analysis to examine relationships between sleep problems and affective symptoms.

3.3.2. Clustering

Three teams only used individual items in their statistical analyses. The other nine teams grouped the items (at least some of) into clusters\(^3\) prior to at least one statistical analysis to reduce data dimensionality. One of these nine teams (no. 4) used theoretical reasoning to create clusters for positive affect, negative affect, depressive symptoms, and generalized anxiety symptoms. The other eight teams created clusters in a data-driven manner through six different but related techniques (i.e., variants of factor or principal component analysis, for details see Table 1). Nonetheless, no two teams had exactly the same clustering.

Cluster 1 (green circles in Fig. 3): teams 9 and 11 both had a cluster labeled positive affect comprising the items enthusiastic, content, positive and accepted. Four additional teams had a cluster comprising positive affect items in (slightly different) combinations. One team (no. 1) had a cluster named feeling bad/good that included both positive and negative items.

Cluster 2 (blue circles in Fig. 3): teams 4 and 10 both had a cluster labeled depression comprising five items, namely guilty, anhedonia, hopeless, down, and fatigue. Five other teams had a cluster comprising at least three of these items (amongst other items) in a cluster that they labeled MDD, depressed, depression, or low-arousal negative affect.

Cluster 3 (red circles in Fig. 3): teams 10 and 11 both created a

Table 1 Data handling choices.

<table>
<thead>
<tr>
<th>Team No.</th>
<th>Clustering technique</th>
<th>Clusters (n)</th>
<th>Detrending</th>
<th>Standardizing</th>
<th>Missing data handling</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Orthogonal PCA</td>
<td>3</td>
<td>No</td>
<td>Yes</td>
<td>Listwise deletion</td>
</tr>
<tr>
<td>2</td>
<td>Exploratory and confirmatory dynamic FA (^a)</td>
<td>3</td>
<td>Yes</td>
<td>No</td>
<td>Listwise deletion, Imputation by aggregating the four-daily measurements into twice-daily measurements</td>
</tr>
<tr>
<td>3</td>
<td>Time-series exploratory FA</td>
<td>9</td>
<td>Yes</td>
<td>Yes</td>
<td>Listwise deletion, Imputation (Maximum Likelihood estimation)</td>
</tr>
<tr>
<td>4</td>
<td>Theory-driven</td>
<td>4</td>
<td>Yes</td>
<td>No</td>
<td>Imputation (spline regression)</td>
</tr>
<tr>
<td>5</td>
<td>Oblique PCA</td>
<td>4</td>
<td>Yes</td>
<td>No</td>
<td>Listwise deletion</td>
</tr>
<tr>
<td>6</td>
<td>–</td>
<td>–</td>
<td>No</td>
<td>No</td>
<td>Imputation (Kalman filter; DSEM)</td>
</tr>
<tr>
<td>7</td>
<td>Exploratory and confirmatory FA (^b)</td>
<td>2</td>
<td>Yes</td>
<td>No</td>
<td>Listwise deletion, Imputation (Maximum Likelihood estimation)</td>
</tr>
<tr>
<td>8</td>
<td>–</td>
<td>0</td>
<td>Yes</td>
<td>Yes</td>
<td>Listwise deletion</td>
</tr>
<tr>
<td>9</td>
<td>Oblique exploratory FA</td>
<td>1</td>
<td>Yes</td>
<td>No</td>
<td>Imputation (cubic spline interpolation)</td>
</tr>
<tr>
<td>10</td>
<td>Orthogonal PCA</td>
<td>1</td>
<td>Yes</td>
<td>No</td>
<td>Listwise deletion</td>
</tr>
<tr>
<td>11</td>
<td>Oblique exploratory FA</td>
<td>4</td>
<td>No</td>
<td>No</td>
<td>Imputation (Kalman filter; DSEM)</td>
</tr>
<tr>
<td>12</td>
<td>–</td>
<td>0</td>
<td>Yes</td>
<td>No</td>
<td>Imputation (Amelia II)</td>
</tr>
</tbody>
</table>

Note. PCA = Principal Component Analysis, FA = Factor Analysis, DSEM = Dynamic Structural Equation Model \(^a\) In contrast to the other teams, who applied a clustering technique before moving on to statistical models, this team’s clustering technique was contained within their statistical model. \(^b\) This team did not cluster items prior to their statistical analyses, but created clusters after their analyses based on visual inspection and clinical theoretical reasoning. Note that three teams handled missing data differently in different analyses (nos. 2, 3 and 7).

In total, 35 clusters (range: 1–9, \(Mdn = 4\)) were created of which 29 had unique content (i.e., cluster compositions differed in at least one item). The remaining six clusters had an ‘identical twin’, that is, there were three pairs of clusters comprising the exact same items for two teams. Fig. 3 shows for each research team how items were clustered and illustrates the diversity in outcomes. We applied cluster numbering to align four types of clusters that were somewhat comparable across several teams.

Cluster 1 (green circles in Fig. 3): teams 9 and 11 both had a cluster labeled positive affect comprising the items enthusiastic, content, positive and accepted. Four additional teams had a cluster comprising positive affect items in (slightly different) combinations. One team (no. 1) had a cluster named feeling bad/good that included both positive and negative items.

Cluster 2 (blue circles in Fig. 3): teams 4 and 10 both had a cluster labeled depression comprising five items, namely guilty, anhedonia, hopeless, down, and fatigue. Five other teams had a cluster comprising at least three of these items (amongst other items) in a cluster that they labeled MDD, depressed, depression, or low-arousal negative affect.

Cluster 3 (red circles in Fig. 3): teams 10 and 11 both created a

We use the term cluster loosely to include the output of both PCA (components) and FA (factors).
cluster comprising the items irritable, restless, worried, and concentrative. Five additional teams had a cluster comprising at least three of these items in addition to other negative items. One team had a cluster comprising the item irritable with a mixture of positive and negative items. The variable composition of cluster 3 is reflected by the diversity in cluster names (nervous, anxiety, GAD, high-arousal negative affect, high arousal distress, mental unrest, negative affect).

**Cluster 4** (yellow circles in Fig. 3): six teams had a cluster that comprised at least one of the items tension, threatened, or afraid. Here, the diversity in cluster names also reflected the variable composition of these clusters (bodily discomfort/threat/avoidance, defensive, GAD, anxiety, threatened, threat engagement). The remaining clusters were even less comparable across teams and are indicated in Fig. 3 by a grayscale.

In sum, there was a wide variety in cluster outcomes with no two teams having exactly the same clustering. However, six teams did have a cluster comprising predominantly positive affect items, and seven teams had a cluster that comprised items that most of them labeled as depression. Multiple teams also included at least one cluster comprising negative affect items, but the content and labeling of these clusters was rather variable.

We should note here that one of the teams (no. 8) that did not cluster items prior to their statistical analyses, did create clusters after their analyses to interpret the results. Based on visual inspection and clinical theoretical reasoning by a clinician, they created a ‘depression’ cluster and an ‘irritable-distress’ cluster, which partly overlap with cluster 2 and 3, respectively. These clusters are indicated by lighter shades of blue and red in Fig. 3.

### 3.3.3. Handling of data

Teams generally performed few preprocessing steps (Table 1). Nine teams used the raw data; the other three teams standardized the data beforehand. Many teams (8/12) applied some form of detrending (i.e., removing trends from the time series such as a change in the mean over time), either beforehand or within their model (e.g., by adding a linear trend to the model). Many teams (8/12) used an imputation technique to account for missing data in at least one of their analyses, for instance through smoothing (e.g., cubic splines: [40]) or Bayesian techniques (e.g., a Kalman filter: [41]). Other teams simply dealt with missing data through listwise deletion (i.e., if the value of a single variable was missing for a certain measurement the entire record for that measurement was excluded from analysis).

Three out of the twelve teams checked for the robustness of their outcomes across a couple of variations of their model (no. 2, 4 and 6). For instance, team 2 ran their model on the raw, non-equally spaced data (i.e., four measurements during the day and none at night), but also ran their model on data converted to approximately equidistant intervals (i.e., a morning and an evening measurement spaced 12 h apart). Furthermore, one team (no. 12) took robustness into account by selecting the associations that were most prevalent across multiple model configurations and/or those that replicated across imputation strategies. This team noticed that their imputation procedure did not adequately handle the relatively large number of missing values at the end of the ESM study and recomputed their models after removing the last part of the time series (which led to different results).

Five team reports provided descriptive statistics (i.e., basic summaries of the data through plots and/or measures such as means and variances) before moving on to cluster procedures or other more advanced inferential modelling techniques.

### 3.3.4. Statistical analyses

The teams performed various different statistical analyses, which are outlined in Table 2 (and summarized in Text box 1). A handful of teams, for instance, analyzed mean levels of items. The variety of analyses can be further broken down into three themes, which are described below.

#### 3.3.4.1. Contemporaneous and lagged effects

Vector-autoregressive (VAR) modelling was part of the analyses of all teams except for one. VAR models are used to determine whether the time series of one variable (i.e., an item or cluster) is useful in predicting its own time series from one moment to the next (autoregressive associations) and the time series of another variable from one time point to another (cross-lagged associations, [42,43]). Most teams that used a VAR model examined autoregressive (11/11) and cross-lagged (10/11) associations between items or clusters from one measurement to the next (lag 1), which were on average spaced 3 h apart. Two teams (nos. 3, 12) did not only include autoregressive associations from one time point to the next, but also included the effect on the time point after that (i.e., autoregressive association lag 2). Team 3 did not only use a discrete VAR-based model, but also used a continuous time modelling approach. Whereas a discrete VAR model assumes equidistant measurements (which is often – and also in the current instance – not the case), a continuous-time VAR model can handle variables that are measured on different time scales (e.g., momentary variables combined with day-level variables such as sleep). Teams 6 and 12 used alternative approaches to analyze variables with different time scales. Team 12 applied an imputation technique, whereas team 6 changed the structure of the data to a combination of wide and long format.4

Some teams (6 out of 11) not only used VAR to estimate effects across time, but also used their VAR model to examine how variables covaried at the same time point (contemporaneous effects or lag 0). The one team (no. 7) that did not use a VAR model studied contemporaneous effects between items through a regression-based network. Another team (no. 4) studied contemporaneous effects through spline regression.

One team (no. 5) not only examined lagged associations between symptoms using a VAR-based model, but also examined unidirectional lagged associations between behavioral items and symptoms. That is, they selected behavioral items that predicted higher symptom levels at a later time point.

#### 3.3.4.2. Networks and centrality analysis

Three teams (nos. 7, 8 and 9) stated they took a network approach, in which items are typically not clustered but individually related to each other [44–46,47]. To reduce data dimensionality these teams used data-driven techniques that reduce the number of parameters [48,49]. Two of these teams (nos. 7 and 9) additionally performed a centrality analysis [50], which aims to identify the item(s) that had the overall highest influence on other items in a network [51,52,53].

#### 3.3.4.3. Changes across time

Most models assumed that the data were normally distributed and stationary (i.e., time series do not change over time) or corrected for non-stationarity (detrending, [54]). Some teams, however, were explicitly interested in how the effects in their regression or VAR models changed over time. For instance, team 3 relaxed the stationarity assumption in their time series factor analysis model [55,56]. Another team (no. 4) examined how associations between variables varied across time using a regression spline method. Rather than examining smooth changes across time, one team (no. 5) examined abrupt changes (i.e., how structural changes in clusters during the ESM period preceded structural changes in other clusters) by means of a change point analysis [57].

---

4 In the approach of team 6, all the data for one day were given in wide format as a row, while the days were included in long format. This means that the two sleep variables and the six ESM measurements were represented as different columns, and each measurement was included only once in this data setup.
Fig. 3. Clustering and target selection per research team. Each figure part shows for a research team how items (represented by circles) were clustered and which items were eventually selected as targets (bold outline). Clusters that were somewhat comparable were aligned: cluster 1 (green) comprises predominantly positive affect items, cluster 2 (blue) comprises items that some teams labeled as depression, and cluster 3 (red) and cluster 4 (yellow) mainly comprise negative affect items. Team 8 created clusters after rather than prior to their statistical analyses; these clusters are indicated by lighter shades of blue and red. Additional clusters are represented by different shades of gray. A multi-colored circle indicates that this item was part of multiple clusters. Note that teams that included clusters in their analyses did not necessarily use them for target selection. See Table 3 and Table 4 for the target selection results. Ene = energetic, Ent = enthusiastic, Con = content, Gui = guilty, Anh = anhedonia, Hop = hopeless, Dow = down, Pos = positive, Acc = accepted, Irr = irritable, Res = restless, Wor = worried, Ang = angry, Cnc = concentrate, Rum = ruminate, Fat = fatigue, Ten = tension, Thr = threatened, Avo Act = avoid activities, Pro = procrastinate, Avo Peo = avoid people, Afr = afraid, Rea = reassure, Hou = hours of sleep, Dif = difficulty sleeping, Uns = unsatisfying sleep.
3.4. Intervention targets

3.4.1. Target selection rationale

Not all performed statistical analyses were used to support the final selection of intervention targets. The shaded parts in Table 2 show what varying sources of information the teams based their target selection on. Only two teams (nos. 1, 8) used descriptive statistics for target selection. One team (no. 8) examined descriptives of “items related to the criteria of the established DSM-5 diagnoses”, “items related to coping” (e.g., avoiding people), and other items such as the item angry, which was finally selected as one of the targets because of its multiple, relatively high peaks in its time series. Descriptive statistics were used (on top of information from cross-lagged and contemporaneous associations and clustering based on visual inspection and clinical theoretical reasoning) to formulate a clinical “working hypothesis” about the patient. Another team (no. 1) set out to determine (1) which symptoms caused the most suffering based on mean levels, (2) lagged associations between sleep problems and symptoms, and (3) lagged associations between different symptoms. In the absence of significant cross-lagged associations, this team selected their targets solely based on the highest mean self-reported rating for negative symptoms, and lowest mean self-reported ratings for positive symptoms. Rather than examining overall symptom levels, a third team (no. 5) analyzed whether there was a shift in the mean level of certain symptoms during the ESM period (in addition to examining lagged associations between symptoms and between behaviors and symptoms).

All teams that examined cross-lagged associations (n = 11) selected targets based on these effects or at least intended to do so. For instance, one team (no. 12) selected the item accepted, because it ‘reduced’ rumination at a later time point, and energetic because it ‘reduced’ muscle tension. In the absence of significant cross-lagged associations, one team (no. 1) reverted to variable mean scores to select targets (as mentioned above) and three teams (nos. 2, 3 and 11) selected their targets based on the autoregressive effects (i.e., the effect of a variable on itself from one time point to the next). Only one cluster amidst a series of individual variables. This team considers their lag 0 model as lagged in nature; their variables have the same time stamp but actually refer to different times (i.e., sleep during preceding night and mood during the day).

Three of the teams that used a VAR model for information on autoregressive (no. 11) or cross-lagged associations (nos. 8 and 9) to select their targets, also used that model for information on contemporaneous associations between variables. One team (no. 4) only used their VAR model for information on cross-lagged associations and relied on a separate regression analysis for information on contemporaneous associations. Another team (no. 7) solely used information on contemporaneous associations based on a regression analysis to select targets.

Whereas most teams based their targets on cross-lagged or contemporaneous associations between sets of variables, two teams (nos. 7 and 9, which both took a network approach) selected targets based on the average out-strength across all modeled associations, that is, they selected items that had the overall highest influence on other items (centrality measure). Team 9 additionally included items that were most strongly influenced by the most central items.

### Table 2
Overview of statistical analyses including those used for target selection.

<table>
<thead>
<tr>
<th>Team</th>
<th>Mean-level analysis</th>
<th>VAR-related analysis</th>
<th>Other analyses</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Yes/No</td>
<td>Clusters</td>
<td>Lag 0</td>
</tr>
<tr>
<td>1</td>
<td>Yes/No</td>
<td>Yes</td>
<td>✓</td>
</tr>
<tr>
<td>2</td>
<td>No</td>
<td>Yes</td>
<td>✓</td>
</tr>
<tr>
<td>3</td>
<td>No</td>
<td>Yes</td>
<td>✓</td>
</tr>
<tr>
<td>4</td>
<td>Yes</td>
<td>Yes</td>
<td>✓</td>
</tr>
<tr>
<td>5</td>
<td>Yes</td>
<td>Yes</td>
<td>✓</td>
</tr>
<tr>
<td>6</td>
<td>No</td>
<td>Yes</td>
<td>✓</td>
</tr>
<tr>
<td>7</td>
<td>No</td>
<td>No</td>
<td>✓</td>
</tr>
<tr>
<td>8</td>
<td>Yes</td>
<td>Yes</td>
<td>✓</td>
</tr>
<tr>
<td>9</td>
<td>No</td>
<td>Yes</td>
<td>✓</td>
</tr>
<tr>
<td>10</td>
<td>No</td>
<td>Yes</td>
<td>✓</td>
</tr>
<tr>
<td>11</td>
<td>No</td>
<td>Yes</td>
<td>✓</td>
</tr>
<tr>
<td>12</td>
<td>No</td>
<td>Yes</td>
<td>✓</td>
</tr>
</tbody>
</table>

Note. Checkmarks indicate which analysis was executed. Analyses that were eventually used for target selection are indicated by light gray shading. VAR = vector-autoregressive model, Lag 0 = contemporaneous associations, Lag 1 = lagged associations from one time point to the next, Lag 2 = lagged associations across two time points, Auto = autoregressive effect (i.e., the effect of a variable on itself from one time point to the next). * Only one cluster amidst a series of individual variables. This team considers their lag 0 model as lagged in nature; their variables have the same time stamp but actually refer to different times (i.e., sleep during preceding night and mood during the day).
3.4.2. Selected targets

Teams varied in both the number (Table 3) and nature (Fig. 3, Table 4) of selected targets. Table 3 shows that teams selected between 2 and 16 (Md = 9) of the potential items (Md = 23) either as individual targets (5 teams), as part of a target cluster (4 teams) or as a combination of cluster(s) and individual items (2 teams). Selected targets per team are shown as circles with a bold outline in Fig. 3 and are listed in Table 4. Table 4 additionally shows per item how many teams selected it as a target (either as an individual item or as part of a cluster), which ranged from 0 to 7 teams (Md = 4). The most often selected items (by 7 teams) were irritable, restless, and worried. None of the teams selected the exact same set of items.

Of the seven teams that included clusters in (some of) their analyses, six eventually selected one or two clusters as targets (Table 3). Cluster diversity made it difficult to determine whether teams identified similar clusters as targets: only clusters 1 and 2 were reasonably comparable across six and seven teams, respectively. Three teams selected cluster 1 (comprising predominantly PA items), amongst other targets. In contrast, none of the teams with a cluster 2 (commonly labeled as depression) selected it as a target. Four teams selected one or two clusters with negative affect items, but - as mentioned above - the content of these clusters varied widely.

Importantly, teams using the same number of clusters or similar analysis techniques also varied in their selected targets. For instance, teams 1 and 10 both used clustering through orthogonal PCA followed by VAR modelling. Whereas team 1 found three clusters, no significant cross-lagged effects, and finally selected nine individual items, team 10 found five clusters, significant cross-lagged effects, and selected one cluster comprising four items (of which three were also selected by team 1).

3.4.3. Treatment selection

Teams were not asked to provide specific treatment recommendations, but simply to list what symptom(s) they would advise the treating clinician to target subsequent treatment on. In their reports, five teams (nos. 1, 2, 3, 7, and 10) listed their selected targets without specifying how these should be intervened on (e.g., team 7: “interventions targeting depressed mood are thus indicated”).

In contrast, two teams specifically advised behavioral activation therapy to target positive affect (no. 11) or both positive and negative affect (no. 4: by “increasing behaviors and activities that are pleasurable”). Another team (no. 12) tentatively suggested acceptance and commitment therapy and mindfulness-based therapy to increase feelings of acceptance and improve feeling energetic. One team (no. 9) did not refer to existing treatments, but created a four-phase plan for the treating clinician that included specific recommendations (e.g., “In this phase it seems crucial to work with the patient on his management of his resources and the importance of making breaks. It seems as if he cannot accept his need to rest some times and reacts with feelings of guilt”). Another team (no. 8) also used their observations to formulate a clinical “working hypothesis”. If their working hypothesis were to be confirmed by the patient, this team would suggest cognitive behavioral analysis system of psychotherapy and relaxation exercises to improve emotion regulation. This team emphasized that final decisions about which symptoms to target by which interventions “can only be made in dialogue with the patient”. Similarly, team 5 suggested that their selected targets should only be used to start a dialogue between clinician and patient about the first target for intervention. Moreover, they point out that in this case the patient’s own clinical question was unknown, but this should - in their opinion - be the starting point of any analyses.

In addition to teams 5 and 8, two other teams (nos. 1, 6) noted that in order to tailor interventions to the individual one should look beyond the ESM data and include clinical information. For instance, information on “the symptoms that the patient is most eager to change” (no. 6) or the aspects the clinician sees as most important such as those symptoms causing the most suffering (no. 1).

3.5. Team evaluations

The teams evaluated the project by responding to five closed questions (1–7 scale, Appendix B); 8 of the 12 teams also provided...
additional comments in the open fields of the questionnaire. Together, these data show that teams varied widely in how suitable they found the dataset for answering the research question (range: 1–6, Mdn = 4.5). Some teams reported the availability of many observations as a strength (no. 8), although more might have been better (no. 5), while others advocated a longer time frame given the number of variables (nos. 2, 6, 11). Team 6 refrained from selecting targets, because they deemed the uncertainty of parameter estimates too large and the statistical power too low. The fact that there were multiple assessments per day was seen as a nice feature, but team 11 noted there was no justification for the timing of measurements; others noted that the lags between measurements might have been too large to catch relevant psychopathological processes (nos. 5, 7). Two teams stated that item selection could have been more strategic (nos. 2, 5). For instance, team 5 suggested that more items on external stressors, activities, social contexts, physical activity and possibly other behaviors would have been desirable, as “behavior is probably more effective as an advice for targeting than symptoms themselves”.

Given any limitations the dataset might have had, research teams were moderately positive about the suitability of their own analytical approach (range: 3–7, Mdn = 5). In general, teams were only moderately confident that other teams would come up with the same targets for intervention (range: 1–6, Mdn = 4), but they were confident that the targets they selected could provide useful information for the clinician (range: 3–6, Mdn = 6). Some teams were very positive about the readiness for person-specific analyses based on ESM data for use in clinical practice, while others emphasized there are still many hurdles to be taken or that it depends on how ESM is used (range: 1–7, Mdn = 5).

4. Discussion

Twelve research teams simultaneously investigated the same clinically relevant research question: “What symptom(s) would you advise the treating clinician to target subsequent treatment on, based on a person-centered (+specific) analysis of this particular patient's ESM data?” We examined how much researchers varied in their analytical approach towards these individual time series data and to what degree outcomes varied based on analytical choices.

4.1. Variation in analytical approaches

We used the teams’ scripts to recreate the most relevant analysis steps, and associated similarities and differences. We observed some differences in variable selection, but most teams discarded the (day-level) sleep variables and incorporated all available momentary items in their analyses without specific pre-selections. Teams made different choices in whether and how data were preprocessed (e.g., standardization, detrending, missing data). There were major differences in the clustering of items: although many teams used related techniques, no two teams ended up with exactly the same clusters. Due to these differences, the input for subsequent inferential analyses varied across teams. Interestingly, most teams included at least one type of VAR-based analysis, examining relations between variables (e.g., symptoms) over time. The exact model, however, varied (e.g., whether contemporaneous effects were incorporated or not).

4.2. Variation in target selection rationale

Statistical analyses were often the starting point, but some teams additionally used clinical arguments for the selection of targets. Few teams used descriptive statistics such as mean levels as target selection criterion. Most teams selected (or intended to select) intervention targets based on cross-lagged associations, which show what behaviors or symptoms are related to other symptoms at the next time point. For instance, if avoiding people related to feeling less positive at the next time point, avoiding people would have been selected as an intervention target. In the absence of significant cross-lagged associations, three teams selected their targets based on the autoregressive effects, that is, they selected variables that had an effect on itself from one time point to the next. For instance, if being enthusiastic at one time point strongly related to being enthusiastic at the next time point, enthusiastic would have been chosen as a target for intervention. Five teams (additionally) used information on contemporaneous associations between variables. For instance, if feeling irritable correlated with feeling worried at the same time point, those symptoms would have been chosen as targets. Two teams did not select targets based on specific associations between pairs of variables, but based on centrality: the variable with the highest average out-strength across all modeled associations was chosen as target.

4.3. Variation in selected targets

Both the number and nature of selected targets varied widely: teams selected between 0 and 16 variables, either as individual targets, as part of a target cluster, or as a combination of clusters and individual items. None of the teams had the exact same set of targets, not even teams using the same number of clusters or similar analysis techniques. Thus, depending on which of the 12 teams our hypothetical clinician would have consulted to analyze the ESM data of this patient with MDD and comorbid GAD, he/she would have received a different list of symptoms to target in subsequent treatment. There were, however, also some similarities: while most items were only selected by a minority of teams, the items irritable, restless, and worried were selected by seven teams (in combination with other targets). Furthermore, of the six teams with a reasonably comparable cluster comprising positive affect items (cluster 1), three selected this cluster as a target (either alone, in combination with another cluster, or in combination with individual items). Two of these teams specifically recommended behavioral activation, which is one of the standard recommendations for depression either as a component of cognitive behavioral therapy or as a stand-alone therapy ([1,2]).

4.4. Highlighted issues

Our project highlights several important issues that need to be addressed in moving ESM towards clinical implementation.

4.4.1. Different conceptualizations of important treatment targets

First, the variation in target selection rationale reveals underlying conceptual differences in what teams perceive as ‘relevant targets for intervention’. Target selection based on the mean implies, for instance, that symptoms that are most severely affected are most important. Target selection purely based on VAR-based models implies, however, that symptoms are important targets if they either correlate with themselves across time (auto-lag), correlate with other symptoms across time (cross-lag), or correlate with other symptoms at the same time point (contemporaneous effect), on top of all other included effects [58]. Other analyses reveal that symptoms were deemed important if they were most representative of a cluster, rapidly changed, or shifted in mean level across time. These underlying ideas were rarely made explicit. This study shows that clinicians, patients and researchers need to discuss the most relevant information that can be obtained through ESM to support treatment target selection. These ideas should then be put to the test: what information from personalized models is most predictive of treatment change (e.g., are dynamic symptom-symptom relationships a better predictor of treatment response than mean symptom levels)? We should note that in this project, the research question concentrated on symptoms as potential treatment targets. This was partly prompted by the relative scarcity of items on behaviors or context in the available dataset. Naturally, a person’s behaviors and daily life context could also make important targets for intervention.
4.4.2. The need for contextualizing person-specific analyses

A second issue, which was raised by several teams, is that ESM data might mean very little in isolation. In our set-up, teams were relatively ‘agnostic’, that is, they had little background knowledge about the patient’s current context and personal history (e.g., previous episodes and interventions). This fueled mostly\(^5\) data-driven approaches. In order to tailor interventions to the individual it might be more fruitful to look beyond ESM data and include clinical information at various stages, starting with the formulation of a clearly-defined, clinically and personally relevant research question. Ideally, the latter will not only guide design choices, such as the selection of variables that are deemed most relevant by the patient and clinician and most reliable by the researcher, but also set the stage for a specific analytical strategy. Several teams were hesitant to make any final decisions about which symptoms to target and advocated target selection should not be mainly data-driven, but done in a dialogue between clinician and patient (for an example see [33]). Other researchers have argued that person-specific analyses need not only be contextualized by personal information but also by comparing individuals to other similarly of differentially affected individuals; examining in what aspects an individual deviates from the norm is essential in targeting maladaptive processes [16].

4.4.3. The need for further scrutinizing person-specific analyses

Third, the variation in analytical approaches demonstrates that there is no standardized manner of analyzing individual ESM data yet. Our study uncovered many potential sources of variation in outcomes. However, we cannot pinpoint the specific impact of the diverging choices we observed. Extensive simulation studies could provide insight here: by generating data under various conditions (e.g., low, medium and high levels of missing data) and measuring the performance of different approaches (e.g., different imputation techniques). Because the true nature of the data generating process of our dataset is unknown, there is no objective way to judge which of the 12 approaches performed the best. Simulation studies could provide insight in which approaches are performing better, on average, or for which type of data (e.g., depending on the number of observations, number of variables, amount of missingness, amount of measurement error, etc., [59]).

Furthermore, future research could investigate the impact of other choices by fixing those aspects, for instance, by fixing the clusters beforehand and investigating whether this decreases variation in outcomes.

Person-specific ESM models are still in their infancy. Rather than providing answers, our study shows there are many questions that need to be answered before the field can move towards a goldstandard. Although it is too early to settle on the ‘best’ approach (from a methodological point of view), teams used several practices that seem worthwhile to adopt on a larger scale: an examination of item validity and variability before advancing to inferential modelling techniques, an outcome robustness check (e.g., across various model configurations), and the inclusion of summary statistics (e.g., the mean) in addition to more complex statistics such as measures of relationships between variables. We would further like to emphasize here that there could never be a one-size-fits-all approach. As we discussed in the previous section, analyses will need to be tailored to the specific research question and individual patient’s data.

4.4.4. The need for transparency in person-specific analyses

Fourth, our study underscores the need for transparency in science, particularly in this strongly data-driven and exploratory field, to avert “a lurking replicability crisis” [60], p. 999). None of the analytic approaches were inherently invalid. Instead, the multiplicity of plausible processing steps implies that there could be several sensible statistical results based on the same original dataset [61]. Or, as one team put it: there may be “many right suggestions to extract from all these data”. At many steps in the analysis process, choices between various reasonable (and unreasonable) options have to be made [62]. The route one takes in this ‘garden of forking paths’ [63] can have a considerable effect on the outcome of the analysis. Thus, researchers need to be transparent about their choices for a reader to be able to appraise the results. Furthermore, researchers should try to mitigate data-contingent analysis decisions, for instance by pre-registration of the analysis plan, prior to observing the data ([64]; for an ESM template see: [65]). In this project, pre-registration could have had an additional advantage: it could have made explicit that teams had different conceptualizations of the research question and therefore different analysis goals. The variability in analytical approaches in our study is, hence, due to a mixture of teams choosing different paths within the same garden and teams actually working in neighboring ones.

In the previous sections, we focused particularly on challenges with the use of individual ESM data for the selection of targets for treatment. The need for developing best practices in analyzing ESM data is, however, essential to a wide range of clinical applications (from a more precise assessment of treatment needs, to a better tailored treatment programme, and a more detailed monitoring of treatment response). The same holds true for transparency about how analyses are planned and executed. The conceptualization of “important treatment targets” is somewhat specific to our current purpose, although the formulation of a specific research question will be an important consideration for other clinical applications as well (e.g., what represents a “treatment need”, how do you define “treatment response”). Furthermore, those applications will also have to find a way to best take into account a person’s immediate context and past history. The coming years will likely see a surge of new ESM applications aimed at supporting various aspects of the care process. Evaluating not only the efficacy but also the reliability and validity of each of these applications will be key. This project showed that, for the latter purpose, crowdsourcing data analysis is a useful new tool.

This was the first study that assessed the diversity of analytical approaches for one individual time-series ESM dataset. We found that different research teams chose different analytical approaches and that outcomes – and hence, recommendations to the clinician on treatment targets- varied widely. This study highlights conceptual and methodological issues that need to be addressed in moving person-specific analyses based on ESM data towards clinical implementation. Developing best practices for formulating well-defined, clinically and personally relevant research questions and converting them into appropriate and acceptable study designs with matching analytical strategies is essential [66]. This will require a great collaborative effort between researchers, patients, and clinicians.

Author contributions

The project group (J. A. Bastiaanssen, Y. K. Runkels, C. J. Albers, L. F. Bringmann) designed and coordinated the study, analyzed the output by the research teams, and wrote the manuscript. All other authors contributed to their team’s analysis plan, data analysis, or the description of the procedure and (the interpretation of the) results, and contributed to and approved the final manuscript.

---

\(^5\) We use the phrase “mostly” here, because approaches were not solely based on information in the dataset: they were also grounded in teams’ ideas on what entailed an important treatment target (see previous section) and their preferred statistical techniques. Moreover, some teams explicitly relied on clinical arguments in various stages. There was, for instance, one team (no. 4) that created clusters based on theories of MDD and GAD, and one team (no. 6) that explicitly tested the theory that sleep triggers affective symptoms. Some teams explicitly used clinical reasoning in combination with statistical information (e.g., no. 8) to select treatment targets, and several teams provided specific treatment recommendations based on clinical reasoning and/or current guidelines. Notwithstanding these theoretical components, we use the term data-driven, because in this project (in contrast to actual clinical practice) the dataset was inevitably the starting point.
Appendix A. ESM item list

<table>
<thead>
<tr>
<th>Variable name</th>
<th>Abbreviation</th>
<th>Variable type (momentary/day)</th>
<th>Full item text (to what degree have you)</th>
<th>Scale</th>
</tr>
</thead>
<tbody>
<tr>
<td>Down</td>
<td>Dow</td>
<td>Momentary</td>
<td>Felt down or depressed</td>
<td>0–100</td>
</tr>
<tr>
<td>Hopeless</td>
<td>Hop</td>
<td>Momentary</td>
<td>Felt hopeless</td>
<td>0–100</td>
</tr>
<tr>
<td>Angry</td>
<td>Ang</td>
<td>Momentary</td>
<td>Felt angry</td>
<td>0–100</td>
</tr>
<tr>
<td>Anhedonia</td>
<td>Anh</td>
<td>Momentary</td>
<td>Experienced loss of interest or pleasure</td>
<td>0–100</td>
</tr>
<tr>
<td>Afraid</td>
<td>Afr</td>
<td>Momentary</td>
<td>Felt frightened or afraid</td>
<td>0–100</td>
</tr>
<tr>
<td>Guilty</td>
<td>Gui</td>
<td>Momentary</td>
<td>Felt worthless or guilty</td>
<td>0–100</td>
</tr>
<tr>
<td>Worried</td>
<td>Wor</td>
<td>Momentary</td>
<td>Felt worried</td>
<td>0–100</td>
</tr>
<tr>
<td>Restless</td>
<td>Res</td>
<td>Momentary</td>
<td>Felt restless</td>
<td>0–100</td>
</tr>
<tr>
<td>Irritable</td>
<td>Irr</td>
<td>Momentary</td>
<td>Felt irritable</td>
<td>0–100</td>
</tr>
<tr>
<td>Concentrate</td>
<td>Cnc</td>
<td>Momentary</td>
<td>Had difficulty concentrating</td>
<td>0–100</td>
</tr>
<tr>
<td>Tension</td>
<td>Ten</td>
<td>Momentary</td>
<td>Experienced muscle tension</td>
<td>0–100</td>
</tr>
<tr>
<td>Fatigue</td>
<td>Fat</td>
<td>Momentary</td>
<td>Felt fatigued</td>
<td>0–100</td>
</tr>
<tr>
<td>Positive</td>
<td>Pos</td>
<td>Momentary</td>
<td>Felt positive</td>
<td>0–100</td>
</tr>
<tr>
<td>Content</td>
<td>Con</td>
<td>Momentary</td>
<td>Felt content</td>
<td>0–100</td>
</tr>
<tr>
<td>Enthusiastic</td>
<td>Ent</td>
<td>Momentary</td>
<td>Felt enthusiastic</td>
<td>0–100</td>
</tr>
<tr>
<td>Energetic</td>
<td>Ene</td>
<td>Momentary</td>
<td>Felt energetic</td>
<td>0–100</td>
</tr>
<tr>
<td>avoid_act(ivities)</td>
<td>Avo Act</td>
<td>Momentary</td>
<td>Avoided activities</td>
<td>0–100</td>
</tr>
<tr>
<td>avoid_people</td>
<td>Avo Peo</td>
<td>Momentary</td>
<td>Avoided people</td>
<td>0–100</td>
</tr>
<tr>
<td>procrastinate</td>
<td>Pro</td>
<td>Momentary</td>
<td>Procrastinated</td>
<td>0–100</td>
</tr>
<tr>
<td>Reassure</td>
<td>Rea</td>
<td>Momentary</td>
<td>Sought reassurance</td>
<td>0–100</td>
</tr>
<tr>
<td>Ruminate</td>
<td>Rum</td>
<td>Momentary</td>
<td>Dwelled on the past</td>
<td>0–100</td>
</tr>
<tr>
<td>Threatened</td>
<td>Thr</td>
<td>Momentary</td>
<td>Felt threatened, judged, or intimidated</td>
<td>0–100</td>
</tr>
<tr>
<td>Accepted</td>
<td>Acc</td>
<td>Momentary</td>
<td>Felt accepted or supported</td>
<td>0–100</td>
</tr>
<tr>
<td>Hours (of sleep)</td>
<td>Hou</td>
<td>Day</td>
<td>How many hours did you sleep last night?</td>
<td></td>
</tr>
<tr>
<td>Difficulty (sleeping)</td>
<td>Dif Day</td>
<td>Day</td>
<td>Experienced difficulty falling or staying asleep</td>
<td>0–100</td>
</tr>
<tr>
<td>Unsatisfy(ing sleep)</td>
<td>Uns Day</td>
<td>Day</td>
<td>Experienced restless or unsatisfying sleep</td>
<td>0–100</td>
</tr>
</tbody>
</table>

Note. Item order was randomized at each measurement.

Appendix B. Responses to the closed evaluation questions

<table>
<thead>
<tr>
<th>Suitability of the dataset</th>
<th>Suitability own analysis approach</th>
<th>Expected target similarity across teams</th>
<th>Clinical usefulness of own selected targets</th>
<th>Readiness ESM for clinical practice</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>4</td>
<td>1</td>
<td>3</td>
<td>5</td>
</tr>
<tr>
<td>2</td>
<td>5</td>
<td>2</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>3</td>
<td>5</td>
<td>3</td>
<td>7</td>
<td>6</td>
</tr>
<tr>
<td>4</td>
<td>4</td>
<td>6</td>
<td>5</td>
<td>1</td>
</tr>
<tr>
<td>5</td>
<td>5</td>
<td>4</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>6</td>
<td>2</td>
<td>6</td>
<td>6</td>
<td>4</td>
</tr>
<tr>
<td>7</td>
<td>5</td>
<td>5</td>
<td>6</td>
<td>5</td>
</tr>
<tr>
<td>8</td>
<td>6</td>
<td>5</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>9</td>
<td>6</td>
<td>5</td>
<td>6</td>
<td>5</td>
</tr>
<tr>
<td>10</td>
<td>6</td>
<td>5</td>
<td>6</td>
<td>5</td>
</tr>
</tbody>
</table>
I. Myin-Germeys, Z. Kasanova, T. Vaessen, H. Vachon, O. Kirtley, W. Viechtbauer, D.H. Barlow, M.K. Nock, Why can’t we be more idiographic in our research?

N. Stavrakakis, S.H. Booij, A.M. Roest, P. de Jonge, A.J. Oldehinkel, E.H. Bos, E.L. Hamaker, Why researchers should think ‘within-person’: A paradigmatic r...


